O’BRIEN & OPIE        Toward a Structuralist Theory  
Introduction
A. Representation is the highest evolutionary solution for sensorimotor control, amounting to the Emergence of Minds.
1. Responding to the external, instead of (a) bumping into things or (b) interacting with energy sources, higher creatures (c) use the ambient energy to construct Internal Models of the external.                      
This decouples Behavior from Environment, allowing past & future-sensitive responses and abstraction.
B. Science must explain how the nervous system can represent Naturalistically, i.e.
1. No appeal to non-physical or antecedently representational properties.
2. Be consistent with Evolution: representations Causally effect behavior
C. All current, well-known theories explain internal representation by behavior, and so cannot, in principle, also explain behavior by internal representation.

1. They don’t think Representational properties could be more Causally potent than Physical properties.                                                                                                  P2
a. They say representations are causally inert but explanatorily relevant
b. Everyone knows this fancy footwork is unsatisfactory.

Triadic Analysis of Mental Representation: 

I. External representation involves: (1) Vehicle, (2) Referent, and (3) Interpretation
II. Internal Representation needs a Naturalistic Interpretation to block Regress.
A. The only accounts available modify Behavioral Disposition toward represented objects. This is interpretable w/o deeper representation, but violates Causal Constraint. (Break Triad into 2 dyads:  Grounding vs. Interpretation of Content

B. Grounding: (a) resemblance (b) causation or (c) convention                                    p4
1. Convention could be Natural, hard-wired “instructions”

But still violates Causal constraint: if dispositions define content; content can’t cause dispositions.
2. Causation also violates Causal constraint:             
It is an objective relation but can’t instruct interpretation, so always shifts the burden of interpretation onto behavior/disposition.
3. Resemblance is promising b/c depends on intrinsic properties of the vehicle (unlike convention and cause.)
a. But 1st-order phys resemblance cannot serve as general grounds for mental representation.                                                                              P7
World features not replicable in neurons.
b. Better: 2nd-order abstract systemic resemblance
i. Color chips/Maps based on 1st-ord properties
ii. Thermometer: mercury ht corresponds to air temp not via 1st-order resemblance.                                                                   P8
c. Abstract systemic resemblance defined formally
(1)Weak, (2)homomorphic, or (3) isomorphic
Usually weaker than isomorphic

4. 2nd-Ord Resemblance might ground mental representation
a. Functional role theories use it.                                                         p9
i. The domain of objects & the System of symbols’ functional relations resemble ea other 

ii. But this also violates Causal Constraint

- causal roles explain the resemblance; so the resemblance cannot explain causal roles. 
-It doesn’t affect the intrinsic properties of the symbols.

b. Functional role grounding cannot let symbols enter causal relations & affect behavior.
5. A Dilemma for Resemblance as grounds of mental representation
a. 1st-order meets causal constraint, fails naturalist (shifts interp to ()
b. 2nd-order meets naturalist constraint fails causal ((’s logic / no means)
C. Structural Resemblance is the general ground for mental representation
1. Structural dependence between representations disposes subjects to behave appropriately to the represented.                                                                   p10
a. 2nd order resemblance based on physical relations among representations preserves some aspects of physical, not just causal, relations of the represented. (in contrast to functionalism)
b. e.g. maps, thermometers, weather map isobars

2. Connectionist nets capture key features of brain representing world

a. Nets represent similar things by closeness in the activation space (mathematical space used to represent physical activation patterns a net can have). 
b. This structural resemblance powers the computational and behavioral capacities. 
c. Semantic relations b/t representations are physical relations.
d. Inner models guide us in the world b/c:
i. There is 2nd order resemblance b/t symbol & object
ii. The resemblance is supported by the representations’ physical properties.

III. Structural Resemblance corrects the violations of causal and functional theory

A. Causal / 1st-ord resemblance is not implementable in brain material. 
B. Functional / 2nd-ord resemblance is not physical. Representations can’t cause behavior
Phys. Relations among representations are independent of, but underwrite their causal relations and their functional usage, so support evolution

IV. Only Structural Resemblance satisfies both Naturalist and Causal constraints.
It is thus a mandatory position for cognitive scientists

CUMMINS    Representation and Isomorphism

I. There are Four Desiderata for Representational Content:                                               p85
A. Representation r’s Content must be fixed independent of fixing it’s Target, because Error is a mismatch between content and target.

r:t ≠ r:c (r’s referent is not the same as its content/meaning.)

B. The content of r’s matrix Attitude A is not the same as the content of r. Rather, the content of A is an application of r to t. (r Represents t)
A:c = A:R(r,t)      I believe: ‘cat’ represents yonder cat

A:c ≠ r:c   “‘cat’ represents yonder cat.” ≠ the meaning of ‘cat’
C. The content of r must be independent of r’s use for misuse to be possible. Neither will ideal/actual use, nor actual/typical use serve.
r:c ≠ r:u
D. Content cannot be defined either as completely holistic or completely atomistic. (So neither pure functionalism nor causal theories will do.)
II. Preliminaries                                                                                                           p86
A. Meaning:     a 2-place relation:    representation:content       r:c
B. Meaningfor: a 3-place relation: System: Representation: Concept    (:r:C

1. More a cognitive than a semantic relation. (’s knowledge of r’s.

2. What r communicates to speakers of the language.
C. Meaning is explained in terms of Meaningfor not vice versa.                P87

But internal representations mean things; they don’t meanfor.           
D. A ‘Concept’ is a structure of beliefs, intentions, plans etc. that constitute basic knowledge of C.                                                                                                 P89
1. This is not a complex representation; it concerns Attitudes.

2. Failure to notice this makes CRS seem plausible.
3. Having many attitudes about C is not having representation C.
E. Don’t assimilate meaning to meaningfor; or knowledge structures to representations
1. Representation is supposed to explain cog capacities; it can’t presuppose them.

2. Representation must be in terms of meaning not meaningfor.

III. The Picture Theory Preview                                                                               p90
A. Representation conception from math: Isomorphism. Representation simpliciter

Lack of isomorphism is improper representation. 
Not meaning but meaningfor.
B. Only structures have isomorphism; only structures represent.
Language has semantic properties not representations.

just representational schemes by convention

C. Isomorphic representation meets the desiderata

D. Isomorphism underwrites mental representation explanations in cognition theory
No other conception of mental representation does so.

IV. Isomorphism and Cognitive Explanation:     Representations as Proxies         p91
A. A Historical, Cog Sci Story: 
It seemed impossible to know the changing world for more than an instant. Galileo made it possible to compute updates. But our representations of the world had to be objects of computation, and it seemed that only God or scientists could work it all out. But recently, philosophers hypothesized that we might have such computing machinery right in our heads. Then we might know whatever we can compute from preexisting rules and representations. For this GOFAI picture to work, mind must simulate nature. A representation must be a proxy for the thing represented, so it behaves in the mind analogously to the way the corresponding thing behaves in the world.
B. This kind of story gives hope that representation could explain cognition and justify knowledge beyond the sensory surfaces.
It cannot work in this form, though. It’s a use theory.                      P93
C. We can hold onto it if we adopt a ‘Picture’ Version.                
1. Representations are isomorphic to referents.

Elements stand to ea other as elements of the thing represented stand to ea other

2. Meaning is Intrinsic when its accuracy is assessable independent of its use. (e.g. map)
3. Reject that Mind Processing is what structures the Relations between representational elements. --Spatial not procedural
a. Language doesn’t have intrinsic meaning

i. Symbols are arbitrary primitives

ii. Functional role gives structure.
iii. Symbols can’t discipline themselves but are run by processes.

b. Maps are isomorphs of their referent
i. Isomorphs share structure.
ii. PTR –structure of the world available for computation

c. Symbols are mainly for Communication; Maps and the like are for Representation.
i. Reference theory won’t help us understand cognition. You can refer to the world (by symbols) without having information. 

D. The usefulness of Isomorphic Representations                                    p94

1. Isomorphic representation reflects Perception. 
2. Guidance by representation is just as useful as by environment.

a. Cogged plastic card guides a toy car through a maze. 

b. Isomorphism b/t card-slit and groove on maze floor.
The slit is proxy for the groove.

c. Sensing the slit is just as good as sensing the groove.

3. Complex isomorphs of domain could be explored in absentia. 
4. Meaning matters apart from functional role. 

a. Causal theories utilize form’s causal role only in detection, individuating form only by functional role.
 b. Instead of changing representations when they change (as in Galileo’s solution) put the dynamic structure in the representation
5. Picture Theory of Representation

a. Looks like it will satisfy the Explanatory Constraint

b. Makes meaning independent of use.

c. Does not confuse representational content with either target or Attitude content.

V. The Picture Theory Formalism                                                                    p96
A. The representation relation is structural isomorphism-- as in math.

1. Structures are isomorphic when C has a mapping to R.
Three types in C can be represented in R: (1) objects, (2) relations and (3) relations holding on an n-tuple.
2. These elements are not independent semantic constituents of R. 
a. There’s no such thing as an unstructured representative, except derived.

b. Elements have meaning only in the context of structure.
3. However, PTR is neutral between atomism and holism.

Accommodates both atomistic cartoon scheme and holistic standard scheme.

VI. The Problem of Multiple Isomorphisms                                                    p97
A. Isomorphisms (1-to1 structure-preserving mappings) are not unique.

1. If there’s a way R can represent C, there are many ways.

a. Upside-down card is still an isomorphism of the maze, but does not take the correct path through it.

b. Mirror engineered cars use mirror image cards ‘rightly’

B. It is tempting to conclude content requires specifying an isomorphism.
1. This abandons content as intrinsic to representation and independent of use, --central to our hope of accounting for error.

a. It is atomistic theories, looking for content from targets that need correct use to fix content. A random usage only gives them evidence for content; it can’t fix it.
b. So they use Ad Hoc Charity to assume correctness. 
This abolishes error, making it evidence of Interpretation B instead.                                                                                P98
2. Multiple isomorphisms seem to force us to specify in the content of R that its content requires a particular mapping. But the only thing that can underwrite such mapping is its use or functional role.

This violates one of our constraints on adequate theory.
C. Multiple isomorphisms seem to produce a dilemma:
1. If content does not include specifying the isomorphism, we are left with no determinant of error; just change isomorphisms.

2. If content does include specifying the isomorphism, use is determining     p99 content, leaving no room for error (which requires a distinction between content and use.)
3. Where the isomorphism is specified that can solve the dilemma

a. Turn a representation upside-down; it doesn’t change the content
An upside-down map represents; it’s just not oriented for ( success

b. But ( can have attitudes w/ same content, different success
i. So representational correctness isn’t enough.

ii. There are ways for ( to fail other than inaccurate representation

iii. ( succeeds only w/ function f, not w/ f*.

4. There is more to an attitude than representational content, orientation, for instance.
5. Lang of Thought schemes are also committed to this solution
Different belief orderings will give different results.

Same content distinct on functional grounds

VII. The Mistake of System Relativity                                                                                  p101
A. Representational content appears to be relative to ( since ( can’t use all accurate representations.
1. This confuses representation’s meaningfulness with a concept’s meaningfor (.

a. To be able to explain meaningfor by meaning, we need a distinction between r’s content and its usability by (.

b. Nothing else will explain error.

2. Why should the map be relative? What it communicates to ( says as much about ( as it does about the map.                                                                     p102
a. ( should not be seen as using internal representations by understanding them, but by being affected by their causal / structural influence. 
b. Anything more will short-circuit explanation and trigger regression.
3. Explanation is not by meaning relativity to (, but by the degree of match between current target and representational content. 
a. That the content doesn’t designate uniquely doesn’t stop it from picking out the present target.
b. Representational content shouldn’t differentiate among targets more than necessary to explain performance.

4. That ( can’t use some r’s doesn’t make it relative. A system that can’t use its r to tell the difference between two targets may still perform differently with them. (maze and mirror maze)
B. The results of an attitude are due to more than r’s content

VIII. Representational and Communicative Content                                        p103

A. What a map communicates and what it represents are different.

1. Representational content represents independently of use.

2. Communicative content represents by the act of tokening.

B. What language means is a function of what it meansfor users.

Relativizing content to users is a confusion of representational and communicative content, which language does by its nature.

C. Language is the wrong model for mental representation.
If we suppose mental representations are for communication, we cannot explain cognitive capacities in terms of them.

D. A mental representation needn’t communicate to represent; it only needs to be isomorphic in the way necessary for interaction.
Data structures do not communicate anything to the computer, but they do represent things.

IX. Left and Right: Isomorphic Targets                                                           p104
A. PRT entails mental representation cannot discriminate isomorphic structures

1. This is counterintuive about Left and Right, for instance.

a. That we can’t mentally represent left and right does not mean we cannot have or know the concepts.
b. The words, left and right, have meaningfor. We understand them via the concepts not via representations.

c. Leftness & rightness per se cannot be represented just as triangularity per se cannot be represented.

2. As long as PRT distinguishes representations and concepts, meaning and meaningfor, it is no telling objection that it entails that leftness and rightness (for e.g.) cannot be represented.
X. Accuracy                                                                                                    p107
A. Error should be able to come in degrees; isomorphism does not.
1. We could say concepts are more or less accurate; representational error doesn’t come in degrees.

Concepts like mini-theories; could have accuracy measured by possible worlds closer to the actual one.
2. There might be measures of how similar r’s content is to t’s.

a. But in PTR, representations must be structures.
i. There is not yet a well-defined notion of graded similarity for structures. –Degree of accuracy in terms of shared structures.

ii. There is probably a solution in terms of statistics, transformations, resolution

XI. Targets and Structures.                                                                              P109

A. Representation is isomorphism; only structures repr or are represented.
1. Strictly speaking they’re structures; loosely, things w/ structure

2. All representations abstract away from many features
3. Targets differ from contents

a. Contents are simply structures

b. Targets are structures of something fixed indexically

XII. Structural Representation                                                                         p110

A. Surrogative reasoning on the basis of structural representation
1. How can abstract theory apply to concrete reality?

2. How can any representational system apply to the world?

B. They have the same structural features as those phenomena.

C. I disagree about language; language does not represent.

1. Linguistic expressions have structure; it has nothing to do with their meaning. 
Unlike hieroglyphics and Chinese characters.
2. It complicates PTR needlessly to try to accommodate language.

3. It compromises the account of surrogative reasoning that motivates the account

