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The authors present a neurological theory of how cognitive information and emotional information are
integrated in the nucleus accumbens during effective decision making. They describe how the nucleus
accumbens acts as a gateway to integrate cognitive information from the ventromedial prefrontal cortex
and the hippocampus with emotional information from the amygdala. The authors have modeled this
integration by a network of spiking artificial neurons organized into separate areas and used this
computational model to simulate 2 kinds of cognitive–affective integration. The model simulates
successful performance by people with normal cognitive–affective integration. The model also simulates
the historical case of Phineas Gage as well as subsequent patients whose ability to make decisions became
impeded by damage to the ventromedial prefrontal cortex.

Some people like to make decisions by flipping a coin, after
assigning one choice to heads and another to tails. The point is not
to make the decision indicated by the flip but rather to see how
they feel about the choice that the coin flip tells them to do.
Flipping the coin is an effective way to find out their emotional
reactions to various alternatives, indicating the emotional weight
they attach to them. From the perspective of mathematical theories
of decision making such as those that say that people do or should
maximize expected utility, the coin-flip exercise is bizarre. But,
there is increasing appreciation in cognitive science that emotions
are an integral part of decision making (e.g., Churchland, 1996; A.
Damasio, 1994; Finucane, Alhakami, Slovic, & Johnson, 2000;
Lerner & Keltner, 2000, 2001; Loewenstein, Weber, Hsee, &
Welch, 2001; Rottenstreich & Hsee, 2001). In this article, we
present a neurocomputational theory of how the brain produces
these covert emotional reactions.

Current artificial neural network models of cognitive–affective
processing use simplified neurons and neglect neuroanatomical
information about how different parts of the brain contribute to
decision making (Mischel & Shoda, 1995; Nerb & Spada, 2001;
Thagard, 2000, 2003). Here, we present a new computational
model, GAGE, which is much more neurologically realistic than
previous models. It organizes neurons into anatomically recog-
nized groups corresponding to crucial brain areas, including the
ventromedial prefrontal cortex (VMPFC), the hippocampus, and
the amygdala. Our model shows how another area, the nucleus

accumbens (NAcc), can serve to integrate cognitive information
from the VMPFC and the hippocampus with emotional informa-
tion from the amygdala. Consistent with A. Damasio’s (1994)
somatic-marker hypothesis, our model indicates that the VMPFC
and the amygdala interact to produce emotional signals (i.e., so-
matic markers) indicating expected outcomes and that these ex-
pected outcomes compete with immediate outcomes for amygdala
output. However, our model moves beyond A. Damasio’s claim,
highlighting the importance of the NAcc gateway. For the somatic
markers from the VMPFC and the amygdala to access those brain
areas responsible for higher order reasoning, context information
from the hippocampus must unlock the NAcc gate, allowing this
information to pass through. Also, the individual neurons in our
model are more realistic than those used in most artificial neural
network models in cognitive science because they exhibit the
spiking behavior found in real neurons. This level of representation
highlights another important aspect of cognitive–affective integra-
tion in the brain: time. GAGE shows that temporal coordination
between the VMPFC and the amygdala is a key component in
eliciting covert emotional reactions to stimuli.

Our model is implemented by a computer program that success-
fully simulates two kinds of cognitive–affective integration: peo-
ple’s performance on the Iowa gambling task (Bechara, Damasio,
Damasio, & Anderson, 1994) and the integration of physiological
arousal and cognition in determining emotional states (Schachter
& Singer, 1962). In the Iowa gambling task, people with intact
brains are able to use covert emotional reactions to guide their
behavior when choosing cards, whereas people with damage to the
VMPFC are unable to use such reactions to play the game suc-
cessfully. According to Bechara et al. (1994), this deficit is the
result of their inability to integrate cognitive and emotional infor-
mation to discern the future consequences of their actions. In
people with intact brains, it is the emotional reactions to good and
bad cards that signal predicted outcomes and guide people’s be-
havior (cf. the coin-flip exercise). Our computational model shows
both how people with intact brains perform cognitive–affective
integration to succeed in the Iowa gambling task and why this
integration breaks down in people with damage to the VMPFC.
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In addition to modeling performance on the Iowa gambling task,
GAGE also models the integration of physiological arousal and
cognition in determining emotional states (Schachter & Singer,
1962). Schachter and Singer (1962) showed that given a state of
emotional arousal for which no immediately appropriate explana-
tion is available (i.e., ambiguous emotional arousal), participants
could be manipulated into states of euphoria or anger by manip-
ulating the context. All participants were injected with epineph-
rine, leading to the same state of physiological arousal among
participants, yet this arousal led to different appraisals of emo-
tional reaction as determined by the current context. Although we
are not concerned with the high-level mechanism(s) underlying the
cognitive appraisal of one’s emotional state, we are interested in
the mechanism whereby context exerts a moderating effect on the
emotional reaction to different stimuli. Our computational model
shows how context is capable of exerting such an effect.

The most famous person with damage to the VMPFC was a
19th-century patient, Phineas Gage.1 Our model, called GAGE in
his honor, explains why his ability to make decisions declined
drastically after he sustained brain damage presumed to have
occurred in the VMPFC (H. Damasio, Grabowski, Frank, Gal-
burda, & Damasio, 1994). We therefore begin by reviewing his
case and the somatic-marker hypothesis that A. Damasio (1994)
developed to account for it. Our model is compatible with A.
Damasio’s explanation of the decision-making deficits of VMPFC
damage but goes beyond it in providing a much more detailed and
computationally implemented account of the role the NAcc plays
in effective and defective decision making.

Phineas Gage was the foreman of a railway construction gang
working for the contractors preparing the bed for the Rutland and
Burlington railroad near Cavendish, VT. On September 13, 1848,
an accidental explosion of a charge he had set blew his tamping
iron through his head. Most of the front part of the left side of his
brain was destroyed.

Some months after the accident, Phineas felt strong enough to
resume work. But, because his personality had changed so much,
the contractors who had employed him were reluctant to reinstate
him. Before the accident, he had been their most capable and
efficient foreman, one with a well-balanced mind and who was
looked on as a shrewd, smart businessman. He was now fitful,
irreverent, and grossly profane, showing little deference for his
fellow coworkers. He was also unable to settle on any of the plans
he devised for future action. His friends said he was “no longer
Gage” (Macmillan, 2000).

A. Damasio’s (1994) Somatic-Marker Hypothesis

Phineas Gage represents the first reported case of an individual
who suffered damage to the VMPFC. What is of particular interest
is the nature of the deficits resulting from damage to this brain
region. Although basic cognitive, intellectual, and language skills
remain intact, the ability to reason—particularly within a social
context—is seriously impaired. Concretely, Gage could think and
speak, yet he lost all of his friends and was unable to hold down
a job. More important, Phineas Gage is not the only instance of this
fascinating constellation of subtle deficits; there have been several
other documented cases of lesions localized to the VMPFC (see A.
Damasio, 1994). In general, VMPFC damage is characterized by
insensitivity to future consequences. Although the impairment is

usually discussed in the context of real-life decision making (i.e.,
as an impairment in the ability to predict the consequences of one’s
actions within a complex social environment), the impairment
extends to other decision-making tasks that involve distinctions
between long-term and short-term consequences in an environ-
ment containing punishment and reward. Evidently, damage to the
VMPFC injures the ability to predict the future consequences of
one’s actions and behave accordingly.

According to Antonio Damasio (1994), the VMPFC is critically
involved in the production of somatic markers. Somatic markers
are the feelings, or emotional reactions, that have become associ-
ated through experience with the predicted long-term outcomes of
certain responses to a given situation. According to the somatic-
marker hypothesis, sensory representations of a given response to
the current situation activate knowledge tied in with previous
emotional experience. The resulting covert emotional signals (i.e.,
somatic markers) act as biases influencing the mechanisms respon-
sible for higher level cognitive processes and/or the motor effector
sites. Somatic markers assist people during the decision-making
process by rapidly highlighting those options that have positive
predicted outcomes and eliminating those options that have neg-
ative predicted outcomes from further consideration. Somatic
markers make the decision process more efficient by narrowing the
number of feasible behavioral alternatives while allowing the
organism to reason according to the long-term predicted outcomes
of its actions.

Cognitive–Affective Integration in the NAcc

We now present a neurological theory of how cognitive infor-
mation and emotional information are integrated in the NAcc
during effective decision making. A. Damasio’s (1994) proposed
somatic-marker mechanism suggests that interconnections be-
tween the VMPFC and the amygdala are responsible for the
formation of memory traces that allow the organism to predict the
future outcome of a given response. We expand on this mechanism
(see Figure 1), discussing how somatic markers are passed on to
the NAcc, which acts as a gateway allowing only context-
consistent behavior (as determined by hippocampal inputs to the
NAcc) to pass through. In addition, GAGE shows that temporal
coordination between the VMPFC and the amygdala is a key
component to eliciting emotional reactions to stimuli. Information
that passes through the NAcc is redirected back to the VMPFC and
other prefrontal and neocortical sites, providing the covert emo-
tional reaction that feeds into higher level cognitive processes
and/or the motor effector sites.

In the following sections, we describe the processes of estab-
lishing predicted outcomes and gating of NAcc throughput in more
detail. We then move to a description of the predicted large-scale

1 It should be noted that the claim that Phineas Gage’s brain damage
included the VMPFC has recently been questioned (Macmillan, 2000).
Given indeterminacy about where the tamping iron entered and left the
skull, individual differences in the position of the brain inside the skull, and
the fact that Harlow’s (1848) accounts are questionable, we might never
know the true nature of Gage’s lesions. However, the fact remains that,
regardless of these concerns, the folklore surrounding his story still makes
Gage the most famous person with apparent damage to the VMPFC.
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dynamics of the mechanism using a test of VMPFC damage as an
example.

Establishing Predicted Outcomes

Emotional signals in decision making bias the organism to avoid
decisions that will lead to negative future outcomes and promote
decisions that will lead to positive future outcomes. In this manner,
the neural basis for the production of emotional signals impels the
organism to behave in ways that promote achievement and long-
term survival within a given environment. To this end, the mech-
anism must recruit brain regions involved in the processing and
storage of bodily states (to avoid unpleasant states and promote
homeostatic ones). It must also recruit regions responsible for
cognitive processes (to process sensory representations), to be able
to link the latter to the former.

A. Damasio (1994) highlighted two key structures as primarily
responsible for the production of somatic markers: the VMPFC
and the amygdala. The VMPFC receives input from sensory cor-
tices, representing the behavioral options, and from limbic struc-
tures, most notably the amygdala, which processes somatic states.
Through these interconnections between cognitive and emotional
processes, the VMPFC records the signals that define a given
response by encoding the representations of certain stimuli and the
behavioral significance of the somatic states that have been pre-
viously associated with the given response. It thereby lays down a
memory trace (somatic marker) that represents a given action and
the expected consequences of the action. Once the memory trace is
encoded, the VMPFC houses the critical output for somatic mark-
ers to influence decision making. When a set of inputs to the
VMPFC elicit a response, the VMPFC, through its reciprocal
connections with the amygdala, elicits a reenactment of the bodily
state consistent with the predicted future outcome of the given
behavior. Then, this covert emotional reaction is passed on to overt
decision-making processes and/or motor effector sites. If the pre-
dicted outcome is positive, the response remains active for further
consideration or is chosen for action. If the predicted outcome is
negative, the option is eliminated from the set of possible
alternatives.

Gating of NAcc Throughput

The mechanism responsible for the production of emotional
signals in decision making pretunes the organism to behave in

ways that promote achievement and long-term survival within a
given environment. To this end, A. Damasio’s (1994) somatic-
marker mechanism elicits emotional reactions signaling the pre-
dicted outcome of a given event. We now build on this mechanism,
demonstrating hippocampal gating of the prefrontal cortex
throughput in NAcc neurons (see Figure 2 for a schematic depic-
tion). Our extended mechanism describes how the NAcc narrows

Figure 2. The nucleus accumbens (NAcc) gateway. A: The ventromedial
prefrontal cortex (VMPFC) and the amygdala produce brief, small-
amplitude membrane depolarizations in NAcc, which themselves cannot
cause the NAcc neurons to fire. B: This is because NAcc neurons are
typically in a hyperpolarized state as a result of the massive inhibitory
dopamine input from the ventral tegmental area. C: Hippocampal input,
conversely, produces large-amplitude, long-duration, plateaulike depolar-
izations. D: For the subset of NAcc neurons receiving hippocampal input,
their typical hyperpolarized state is disrupted by temporary depolarization
plateaus that bring NAcc neurons’ activity levels close to firing threshold,
thereby allowing any coincidental VMPFC and amygdala activity to elicit
spike activity in NAcc neurons and pass through the NAcc gateway.

Figure 1. Schematic of the neuronal mechanism implemented in GAGE.
VMPFC � ventromedial prefrontal cortex; NAcc � nucleus accumbens;
VTA � ventral tegmental area.
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down the alternative choices by allowing only those behaviors that
are consistent with the current context to access higher level
cognitive processes and/or the motor effector sites responsible for
action.

Hippocampal input limits NAcc gateway throughput to those
behaviors that are consistent with the current context (see Figure 3;
O’Donnell & Grace, 1995). The NAcc is responsible for mediating
basic locomotor and appetitive behaviors that are driven by the
affective state of the organism (Mogenson, Jones, & Yim, 1980).
Thus, it provides the ideal location for cognitive–affective integra-
tion during covert decision-making tasks. To this end, recent
studies have shown that the NAcc is involved in reward learning
(Berns, McClure, Pagnoni, & Montague, 2001; Breiter, Aharon,
Kahneman, Dale, & Shizgal, 2001; Knutson, Adams, Fong, &
Hommer, 2001; Knutson, Westdorp, Kaiser, & Hommer, 2000),
drug addiction (Calabresi, De Murtas, & Bernardi, 1997; Hitchcott
& Phillips, 1997; Mogenson et al., 1980), and affective processes
(Calabresi et al., 1997; Mogenson et al., 1980).

The NAcc receives afferent connections from the VMPFC, the
amygdala, and the hippocampus and massive dopamine input from
the ventral tegmental area (see Figure 1; O’Donnell & Grace,
1995). The VMPFC and the amygdala produce brief, small-
amplitude membrane depolarizations in the NAcc, which them-
selves cannot cause NAcc neurons to fire (Grace & Moore, 1998;
O’Donnell, 1999; O’Donnell & Grace, 1995). This is because
NAcc neurons are typically in a hyperpolarized state as a result of
the massive inhibitory dopamine input from the ventral tegmental
area (Grace & Moore, 1998; O’Donnell, 1999; O’Donnell &
Grace, 1995). Therefore, NAcc neurons are being constantly bom-
barded with VMPFC- and amygdala-driven excitatory postsynap-
tic potentials, yet none of the information is getting through.
Hippocampal input, conversely, produces large-amplitude, long-

duration, plateaulike depolarizations (Grace & Moore, 1998;
O’Donnell, 1999; O’Donnell & Grace, 1995). For the subset of
NAcc neurons receiving hippocampal input, their typical hyper-
polarized state is disrupted by temporary depolarization plateaus
that bring NAcc neurons’ activity levels close to firing threshold,
thereby allowing any coincidental VMPFC and amygdala activity
to elicit spike activity in NAcc neurons and pass through the NAcc
gateway (see Figure 3).

Thus, the hippocampus controls VMPFC and amygdala
throughput in the NAcc by allowing only those patterns active in
NAcc neurons that are consistent with the current context to elicit
spike activity in NAcc neurons. The combined VMPFC and amyg-
dala input to NAcc neurons represents the multitude of potentially
effective responses (and their associated emotional reactions) to a
given situation. The hippocampus influences the selection of a
given response by facilitating within the NAcc only those re-
sponses that are congruent with the current context.

The amygdala provides a facilitatory influence on VMPFC
activity in the NAcc, but only if the amygdala activity precedes
VMPFC stimulation within a brief, 40-ms period (Grace & Moore,
1998; O’Donnell & Grace, 1995). This event-related facilitation
provides the means by which an emotional valence representing
the predicted outcome of a given response can be passed through
the NAcc to higher level cognitive processes, thereby creating the
covert emotional reaction predicting the future outcome of a given
response. The strict time constraint here also highlights the impor-
tance of a coincidental increase in firing rate between the VMPFC
and the amygdala in cognitive–affective integration. Because the
VMPFC is constantly bombarding the NAcc with multiple pat-
terns, the amygdala activity must be in close temporal proximity to
the appropriate VMPFC response. If the amygdala input to NAcc
neurons was to exert a long-lasting influence, emotional valences
could become inappropriately associated with alternative
responses.

Because the VMPFC elicits a predicted outcome through recip-
rocal connections with the amygdala, the VMPFC signal repre-
senting a given response and the amygdala signal representing the
emotionally laden predicted outcome of that response are gener-
ated together and will arrive at NAcc neurons together. This allows
them to fulfill the strict time constraints of the event-related
facilitation previously mentioned. Also, because the amygdala
produces rapid, small-amplitude excitatory postsynaptic potentials,
the representation of a given response and its associated emotional
valence will degrade rapidly, preventing the occurrence of any
possible confusion between response and predicted outcome.

In summary, the NAcc and the hippocampus are key contribu-
tors to the covert production of emotional reactions, which can
direct decision-making processes. The NAcc forms a gateway for
somatic markers, and the hippocampus determines what passes
through this gateway by limiting throughput to those responses
that are consistent with the current environment.

Network Dynamics

Information representing the current context, bodily states as-
sociated with the current situation, and potential responses to and
appraisals of the current situation are represented in the hippocam-
pus, amygdala, and VMPFC, respectively (see Figure 4 for a
schematic depiction). Through memories stored in its reciprocal

Figure 3. Hippocampal gating of the prefrontal cortex (PFC) throughput
in nucleus accumbens (NAcc) neurons. During the down state, excitatory
postsynaptic potentials (EPSPs) from the PFC afferent activation (indicated
by the lines labeled not gated) do not result in NAcc firing. The up state is
dependent on hippocampal inputs (indicated by the broken upward lines
beneath the tracing). Because the up state elicited by hippocampal inputs
brings the NAcc membrane potential close to firing threshold, EPSPs from
the PFC afferent activation (indicated by the lines labeled gated) easily
elicit NAcc firing. Adapted from “Ensemble Coding in the Nucleus Ac-
cumbens,” by P. O’Donnell, 1999, Psychobiology, 27, p. 188. Copyright
1999 by the Psychonomic Society. Adapted with permission.
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connections with the amygdala, the VMPFC elicits an emotional
signal representing the predicted future outcome of a given re-
sponse, and this information is fed into the NAcc. Because NAcc
neurons are typically in a hyperpolarized state as a result of
dopamine inhibition from the ventral tegmental area, VMPFC and
amygdala inputs alone are insufficient to elicit spike activity in
NAcc neurons. However, a subset of NAcc neurons will become

depolarized by hippocampal input representing the current context.
Those responses in the VMPFC that are consistent with the current
context (i.e., make synapses on NAcc neurons that are experienc-
ing hippocampal depolarization) will then be able to elicit spike
activity in NAcc neurons, thereby passing the given response and
its emotionally laden predicted outcome on to higher level cogni-
tive processes and/or motor effector sites.

Figure 4. Network dynamics. A: Through memories stored in its reciprocal connections with the amygdala, the
ventromedial prefrontal cortex (VMPFC) elicits an emotional signal representing the predicted future outcome
of a given response, and this information is fed into the nucleus accumbens (NAcc). B: Because NAcc neurons
are typically in a hyperpolarized state as a result of dopamine inhibition from the ventral tegmental area (VTA),
the VMPFC and amygdala inputs alone are insufficient to elicit spike activity in NAcc neurons. C: However, a
subset of NAcc neurons will become depolarized by hippocampal input representing the current context. D:
Those responses in the VMPFC that are consistent with the current context (i.e., make synapses on NAcc neurons
that are experiencing hippocampal depolarization) will then be able to elicit spike activity in NAcc neurons,
thereby passing the given response and its emotionally laden predicted outcome on to higher level cognitive
processes and/or motor effector sites.
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We have tested the proposed mechanism using a computer
simulation that implements it in a network of spiking artificial
neurons, GAGE. A critical component of the model is that input
from the hippocampus is required to elicit NAcc firing. To ensure
that this constraint was met, we compared in vivo electrophysio-
logical recordings from rats (Grace & Moore, 1998) and GAGE
(see Figure 5). In the intact system, the up state elicited by
hippocampal inputs depolarizes the NAcc membrane potential,
enabling it to elicit NAcc firing. When hippocampal input is
inactivated (either by a local anesthetic or lesioning GAGE), the
NAcc membrane potential remains hyperpolarized, thereby pre-
venting NAcc firing.

We have applied GAGE to simulations of two kinds of
cognitive–affective integration: people’s performance on the Iowa
gambling task and the integration of physiological arousal and
cognition in determining emotional states. In Experiment 1, we hy-
pothesized that the network would elicit emotional reactions (signi-
fying which card to choose from a deck) based on the predicted
outcome of a given response, even though the immediate outcome
contradicts the future outcome. We specifically found that—consis-
tent with the performance of human patients—when presented with a
given response, an intact network functions in this way, whereas a
network in which the VMPFC has been lesioned makes decisions
based on immediate outcomes rather than future outcomes.

Figure 5. Input from the hippocampus is required to elicit nucleus accumbens (NAcc) firing: Comparison of
in vivo electrophysiological recording from rats (A and B) and GAGE (C and D). A: In the intact system, the
up state elicited by hippocampal inputs depolarizes the NAcc membrane potential, enabling it to elicit NAcc
firing. B: When hippocampal input is inactivated by a local anesthetic, the NAcc membrane potential remains
hyperpolarized, thereby preventing NAcc firing. C: In the intact network, the up state elicited by hippocampal
inputs depolarizes the NAcc membrane potential, enabling it to elicit NAcc firing. D: When hippocampal input
is removed, the NAcc membrane potential remains hyperpolarized, thereby preventing NAcc firing. A and B are
adapted from “Regulation of Information Flow in the Nucleus Accumbens: A Model for the Pathophysiology of
Schizophrenia,” by A. Grace and H. Moore, in Origins and Development of Schizophrenia: Advances in
Experimental Psychopathology (p. 134), 1998. Copyright 1998 by the American Psychological Association.
Adapted with permission of the author.
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In Experiment 2, we hypothesized that in the presence of am-
biguous emotional input, the network would elicit different emo-
tional reactions depending on the current context. We specifically
found that—consistent with the performance of human patients—
when presented with an emotional input for which no immediately
appropriate explanation is available, NAcc throughput is deter-
mined by the context information from the hippocampus. That is,
hippocampal input elicited different emotional reactions to a given
physiological state, on the basis of the current context.

GAGE

In this section, we describe a network of spiking neurons,
GAGE, based on the neural mechanism for cognitive–affective
integration in the NAcc described above (see also Wagar & Tha-
gard, 2003). Figure 1 shows the overall architecture of the model.
The model has 700 spiking neurons with 670 connections. The
modeled regions consist of the VMPFC, the amygdala, the NAcc,
the hippocampus, and the ventral tegmental area. Each region
contains 100 neurons that receive input from other regions and/or
external input and pass information on to other regions as well as
40 inhibitory interneurons.

The pattern of afferent, efferent, and internal connectivity fol-
lows that of the proposed neural mechanism. The model includes
intraregional connections and interregional connections. Individ-
ual neurons were modeled as single-compartment integrate-and-
fire units, and synaptic interactions followed a Hebbian-based
learning rule.

In the following section, we describe the layout of the various
connection pathways. The equations for the neuronal and synaptic
learning properties are summarized in the Appendix.

In constructing the model, we put emphasis on the incorporation
of realistic network properties for the relative proportions of the
various sets of connections composing the inter- and intraregional
circuitry. Specific patterns of connectivity were classified as either
sparse or dense on the basis of anatomical data. The sparse
connection pattern resulted in each presynaptic neuron forming
synapses with 30% of the neurons in the postsynaptic population.
The dense connection pattern resulted in each presynaptic neuron
forming synapses with 60% of the neurons in the postsynaptic
population. Synaptic connections were distributed evenly over the
postsynaptic population, with the pattern of connectivity deter-
mined in a random fashion. All connection strengths were initial-
ized to a random value.

Interregional Connectivity

As can be seen from Figure 1, the NAcc receives afferent
connections from all four of the remaining regions, each of which
forms a dense connectivity pattern with NAcc transmission neu-
rons (Calabresi et al., 1997; Mogenson et al., 1980). The VMPFC
receives afferent connections from the NAcc and the amygdala,
with the former establishing a dense connectivity pattern (Cala-
bresi et al., 1997; Mogenson et al., 1980) while the latter estab-
lishes a sparse connectivity pattern (Aggleton, 2000). The amyg-
dala receives afferent connections from the VMPFC, which are
also sparse (Aggleton, 2000).

Intraregional Connections

Each of the modeled brain regions in the network contains
inhibitory interneurons modeling the presence of basket cells in
these neuronal populations. Basket cells project predominantly to
the same layer where their soma are located and execute fast-
acting inhibitory postsynaptic potentials. In the model, basketlike
inhibitory interneurons receive and project dense connections
within each region.

Also modeled in our network are the NAcc gap junctions
responsible for the lateral transfer of information among NAcc
transmission neurons (O’Donnell, 1999). These gap junctions were
modeled as having very sparse (5%) connectivity between each of
the transmission neurons in the NAcc population.

Simulations

All simulations were run using a program written in Java.
Numerical integration of the differential equations for the mem-
brane potentials and synaptic weight was performed with a time
step of approximately 0.5 ms. The generation of noise and statis-
tical distribution of model parameters were based on Java’s
random-number-generator routines. The simulations were per-
formed on a PC equipped with 640 megabytes of memory and a
750-MHz processor.

Experiment 1

The goal of Experiment 1 was to test GAGE’s ability to simulate
experimental results concerning the Iowa gambling task (Bechara
et al., 1994). In this task, individuals are given a $2,000 loan of
play money and four decks of cards and instructed to make a series
of card selections from any of the four decks until they are told to
stop. Participants are instructed to play so that they maximize
profit on the loan. Turning each card carries an immediate reward
(which is large in Decks A and B and small in Decks C and D).
Additionally, after turning some cards, the participants receive
both a reward and a punishment (which is large in Decks A and B
and small in Decks C and D). Playing mostly from the bad decks
(A and B) results in an overall loss. Playing from the good decks
(C and D) results in an overall profit. Decks A and B are equivalent
in terms of overall net loss, but in Deck A the punishment is more
frequent and of smaller magnitude than in Deck B. Decks C and D
are equivalent in terms of overall net gain, but in Deck C the
punishment is more frequent and of smaller magnitude than in
Deck D. Participants are told that they are free to switch from any
deck to another at any time and as often as they wish. However,
participants are not told how many card selections must be made
and are blind to the punishment schedules.

Typically, after encountering a few losses, normal participants
adopt the strategy of picking predominantly from the good decks
and avoiding the bad decks. This has been interpreted as indicating
that normal participants are generating predicted outcomes in the
form of covert emotional reactions (Bechara et al., 1994; Bechara,
Damasio, Tranel, & Damasio, 1997). However, patients with
VMPFC damage are oblivious to the future consequences of their
actions and pick predominantly from the bad decks. This is be-
cause such patients appear to be guided by immediate rewards (the
high initial reward from the bad decks) rather than future outcomes
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(the overall profit from the good decks). The goal of Experiment
1 was to simulate the above described experimental results con-
cerning the Iowa gambling task using GAGE.

Method

Stimuli. To simplify the experiment, we limited the stimuli to two
decks rather than four. Because punishment schedule (e.g., the difference
between Decks A and B) was not a predictive factor in the original
experiments (see Bechara et al., 1994), we collapsed Decks A and B to
form a single bad deck and Decks C and D to form a single good deck. On
each trial in the experiment, GAGE was presented with a set of stimulus
patterns consisting of activation vectors feeding into the VMPFC, the
ventral tegmental area, the hippocampus, and the amygdala. Each pattern
consisted of 50 active units (thereby exciting 50% of the neurons in the
receiving region). The VMPFC received either an activation pattern rep-
resenting the good deck or an activation pattern representing the bad deck.
The amygdala received an activation pattern representing a positive body
state or an activation pattern representing a negative body state. For
simplicity, each set of patterns (good deck–bad deck and positive–negative
body state) formed complimentary pairs. Stimulation was achieved by
applying constant synaptic excitation independently to each neuron corre-
sponding to nodes active in the stimulus pattern.

Procedure. Initially, GAGE was trained on two combinations of stim-
uli: good deck with positive body state and bad deck with negative body
state. This produced the requisite somatic markers between the VMPFC
and the amygdala. Training occurred in an interleaved fashion over 4,000
time steps, with alternating stimulus combinations (positive body state–
good deck and negative body state–bad deck) every 400 time steps.
Hebbian learning was then turned off, and the model was presented with
each of the test-stimulus combinations for epochs of 2,000 time steps to
establish baseline ensemble activity in the NAcc for the expected
representations.

Finally, the model was presented for epochs of 2,000 time steps with
each of the test stimulus combinations. Test stimuli consisted of a given
choice (e.g., good deck) and its immediate body state (e.g., negative body
state). This allowed us to test whether the network would elicit emotional
reactions based on future outcomes (e.g., pick the good deck even though
the immediate outcome is negative) or immediate rewards (e.g., pick the
bad deck even though the overall outcome is negative).

Hippocampal and ventral tegmental area inputs were constant through-
out training, baseline, and test. The above experiments were performed
with an intact network (simulating normal participants) and with a network
in which the VMPFC had been removed after training (simulating patients
with VMPFC damage). GAGE was lesioned by deleting all VMPFC
connections.

Data collection and analysis. The spike trains (step-by-step record of
whether a neuron was firing) for each neuron in the network were recorded
for the entire run of the experiment. To characterize the ensemble activa-
tion pattern of the NAcc population (i.e., the subgroup of NAcc neurons
that responded to each stimulus), we converted the spike trains into rate
graphs. This was accomplished by placing a 20-time-step window over the
spike train at each time step and taking the average number of spikes (i.e.,
the firing rate) within the window.

Once the rate graphs were acquired, cluster analysis was used to separate
the entire NAcc population into those neurons that were active in response
to the stimulus and those that were not responsive (see Everitt, Landau, &
Leese, 2001). In cluster analysis, a cluster is defined as a subset of elements
that are cohesive among themselves but relatively isolated from the re-
maining elements. Cluster analysis sorts cases (e.g., neurons) into groups,
or clusters, so that the degree of association is strong between members of
the same cluster (e.g., neurons that are active) and weak between members
of different clusters (e.g., neurons that are inactive). This was done for the
baseline representations and the test representations.

The test representations were then compared with the baseline represen-
tations to determine the emotional reactions that GAGE passed through the
NAcc in response to each of the decks. To determine GAGE’s ability to
elicit appropriate emotional reactions in response to test stimuli, we used
signal-detection theory. In this analysis, A� was calculated (Snodgrass,
Levy-Berger, & Hayden, 1985). A� is a nonparametric analog to d�, the
signal-detection measure of sensitivity. To analyze the data, we calculated
a hit rate, which is the proportion of active neurons in the baseline
representation that were also active in the test representation, and a false
alarm rate, which is the proportion of inactive neurons in the baseline
representation that were also inactive in the test representation. This
information was used to determine A� for each test representation. A� varies
from 0 to 1 with .5 indicating chance performance. The larger A�, the closer
the test representation is to the baseline representation. The closer the test
representation is to the baseline representation, the better is GAGE’s ability
to elicit appropriate emotional reactions in response to test stimuli.

Results and Discussion

To obtain a measure of GAGE’s overall performance, we aver-
aged all results over 50 replications of the experiment (with
activation patterns and weights generated randomly for each rep-
lication). The results are presented in Figure 6.

The task of the network was to elicit a positive or negative
emotional reaction given a choice (e.g., good deck) and an incon-
sistent body state (e.g., negative). That is, after having been trained
on the predicted affective outcomes of each deck, the network was
tested by presenting the VMPFC and the amygdala with activation
patterns that simulated a condition in which future outcome and
immediate outcome were in opposition. The goal was to determine
whether an intact GAGE would elicit NAcc activation representing
emotional reactions based on predicted future outcomes and

Figure 6. Mean A� (representing similarity to baseline) for test stimuli as
a function of emotional reaction when GAGE is intact (A) and when the
ventromedial prefrontal cortex (VMPFC) is lesioned in GAGE (B). �ve �
negative; �ve � positive.
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whether the VMPFC-lesioned GAGE would elicit NAcc activation
representing emotional reactions based on immediate outcomes.

As expected, the predicted affective outcome of a given re-
sponse drives GAGE’s behavior when the VMPFC is intact. Stored
associations between the VMPFC and the amygdala are able to
elicit a representation of the predicted future outcome of a given
response. This information is then fed forward into the NAcc, and
if it is consistent with the current context, it is passed on to higher
level cognitive processes and/or the motor effector sites in the
form of an emotional reaction.

Figure 6A shows the pattern of activity in NAcc neurons rep-
resenting GAGE’s ability to elicit appropriate emotional reactions
in response to test stimuli. As can be seen, even in the presence of
a conflicting emotional signal representing the immediate affective
outcome of the response, GAGE elicits emotional reactions based
on the predicted future outcome of the response. Assuming that the
valence of these emotional reactions indicates which deck GAGE
will choose from, the results show that when the VMPFC is intact,
GAGE will predominantly choose from the good deck rather than
the bad deck. It should be noted, however, that GAGE’s perfor-
mance was not all or none; there was a small percentage of
occasions when it produced the complementary patterns of activity
(eliciting a negative emotional reaction when presented with the
good deck, 8%; eliciting a positive emotional reaction when pre-
sented with the bad deck, 6%). This is consistent with the perfor-
mance of normal participants on the Iowa gambling task described
above. Choosing from the good deck is the most efficient decision,
as it ensures that an organism will behave in ways that promote
long-term survival rather than short-term satisfaction. However,
even normal participants take a risk sometimes and pick from the
bad decks (Bechara et al., 1994).

Conversely, results from individuals suffering from VMPFC
damage suggest that the mechanism no longer functions effec-
tively. In these patients, immediate affective outcomes drive be-
havior rather than long-term benefits. Damage to the VMPFC
prevents stored associations from eliciting a representation of the
predicted future outcome of a given response. Thus, the only
information fed into the NAcc is that which is initiated by the
amygdala’s response to current body states. Because the response
promoted by this information is consistent with the current context
(e.g., picking from the bad deck), the amygdala-driven decision is
passed on to higher cognitive processes and/or the motor effector
sites.

Figure 6B shows the pattern of activity in NAcc neurons rep-
resenting GAGE’s ability to elicit appropriate emotional reactions
in response to test stimuli when the VMPFC has been lesioned. As
can be seen, the immediate affective reward of a given response
now drives behavior. GAGE now elicits emotional reactions based
on the immediate outcome of the response. Again, assuming that
the valence of these emotional reactions indicates which deck
GAGE will choose from, the results show that when the VMPFC
is damaged, GAGE will choose from the bad deck rather than the
good deck. This is consistent with the performance of VMPFC-
damaged patients on the Iowa gambling task described above.
Rather than behaving in an efficient manner and promoting deci-
sions based on long-term survival, the organism will behave in
ways that appear impulsive and even irrational, as did Phineas
Gage.

Experiment 2

The goal of Experiment 2 was to test GAGE’s ability to simulate
experimental results concerning the integration of physiological
arousal and cognition in determining emotional states (Schachter
& Singer, 1962). Schachter and Singer (1962) injected participants
with epinephrine and then had them fill out questionnaires in the
presence of a confederate. In the euphoria condition, the cohort
was pleasant, whereas in the anger condition, the cohort was
unpleasant. Results showed that the same dose of epinephrine led
to different emotional experiences depending on the context: Par-
ticipants showed pleasant emotional experiences in the euphoric
condition and unpleasant emotional experiences in the anger con-
dition. Given a constant state of sympathetic activation, for which
no immediately appropriate explanation is available (i.e., amyg-
dala input is ambiguous), participants can be manipulated into
states of euphoria or anger depending on the current context. It is
important to note that the claims made by the Schachter theory of
emotion have been drawn into question (e.g., Reisenzein, 1983).
However, the goal of Experiment 2 was to simulate the role of
context in cognitive–affective integration using GAGE. We are not
concerned with the high-level mechanisms underlying the cogni-
tive appraisal of one’s emotional state. Instead, we are only inter-
ested in the mechanism whereby context exerts a moderating effect
on the emotional reaction to different stimuli.

Method

Stimuli. On each trial in the experiment, GAGE was presented with a
set of stimulus patterns consisting of activation vectors feeding into the
VMPFC, the ventral tegmental area, the hippocampus, and the amygdala.
Each pattern consisted of 35 active units (thereby exciting 35% of the
neurons in the receiving region). To perform the tests, the VMPFC and the
hippocampus required two separate activation patterns each. Note that in
Experiment 1 context (i.e., hippocampal input) was held constant while
body signal (i.e., amygdala input) was manipulated; whereas in Experiment
2, context was manipulated and bodily input was held constant. The
VMPFC received either an activation pattern representing the euphoria
appraisal or an activation pattern representing the anger appraisal. The
hippocampus received an activation pattern representing a pleasant context
or an activation pattern representing an unpleasant context. Again, for
simplicity, each set of patterns (euphoria–anger appraisal and pleasant–
unpleasant context) formed complimentary pairs.

Procedure. Initially, GAGE was trained on two combinations of stim-
uli: euphoria appraisal with pleasant context and anger appraisal with
unpleasant context. This produced the requisite associations between
VMPFC and hippocampal synapses in NAcc dendrites. Training occurred
in an interleaved fashion over 4,000 time steps, with alternating stimulus
combinations every 400 time steps. Hebbian learning was then turned off,
and the model was presented with the euphoria–pleasant and anger–
unpleasant stimuli for epochs of 2,000 time steps each to establish baseline
ensemble activity in the NAcc for the expected representations.

Finally, the model was presented with each of the test-stimulus combi-
nations for epochs of 2,000 time steps. Test stimuli consisted of both
appraisals (euphoria and anger) presented simultaneously with a given
context (pleasant or unpleasant). This allowed us to test whether the
network would elicit emotional reactions based on the current context.
Amygdala and ventral tegmental area inputs were constant throughout
training, baseline, and test.

Data collection and analysis. Data collection and analyses were as
described in Experiment 1.
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Results and Discussion

To obtain a measure of GAGE’s overall performance, we aver-
aged all results over 50 replications of the experiment (with
activation patterns and weights generated randomly for each rep-
lication). The results are presented in Figure 7.

The task of the network was to elicit a euphoric or anger
appraisal given a context (e.g., pleasant). The network was tested
by presenting the VMPFC and the hippocampus with activation
patterns that simulated a condition in which both euphoric and
anger appraisals were active in the VMPFC. The goal was to
determine whether GAGE would elicit emotional reactions based
on the current context.

As expected, hippocampal-determined context drove GAGE’s
behavior when the NAcc was presented with two different
VMPFC representations simultaneously. Stored associations be-
tween the VMPFC and the hippocampus in NAcc dendrites are
able to elicit a representation consistent with the current context.

General Discussion

Experiment 1 showed both how normal people perform
cognitive–affective integration to succeed in the Iowa gambling
task and why this integration breaks down in people with damage
to the VMPFC. Consistent with A. Damasio’s (1994) somatic-
marker hypothesis, we have shown that the VMPFC and the
amygdala interact to produce emotional signals indicating ex-
pected outcomes and that these expected outcomes compete with
immediate outcomes for amygdala output. In addition, GAGE
shows that temporal coordination between the VMPFC and the
amygdala is a key component to eliciting emotional reactions to
stimuli.

Experiment 2 showed how context is capable of exerting an
effect on cognitive–affective integration. It does so by highlighting
the importance of hippocampal input to the NAcc gateway. For the
signals from the VMPFC and the amygdala to access brain areas
responsible for higher order reasoning, context information from
the hippocampus must unlock the NAcc gate, allowing this infor-
mation to pass through.

In this article, we have presented a new computational model of
decision making that is much more neurologically realistic than
previous models. GAGE organizes neurons into populations re-
lated to brain areas, including the VMPFC, the hippocampus, and
the amygdala. GAGE shows how the NAcc integrates cognitive
information from the VMPFC and the hippocampus with emo-
tional information from the amygdala. Consistent with A.

Damasio’s (1994) somatic-marker hypothesis, we have shown that
the VMPFC and the amygdala interact to produce emotional
signals indicating expected outcomes and that these expected
outcomes compete with immediate outcomes for amygdala output.
GAGE then moves beyond this claim, highlighting the importance
of the NAcc gateway. For the signals from the VMPFC and the
amygdala to pass through the NAcc to access brain areas respon-
sible for higher order reasoning, the hippocampus must unlock the
NAcc gate. Furthermore, the individual neurons in our model are
more realistic than those used in most artificial neural network
models because they exhibit the spiking behavior found in real
neurons. This level of representation highlights another important
aspect of cognitive–affective integration in the brain: time. GAGE
shows that temporal coordination between the VMPFC and the
amygdala is a key component to eliciting emotional reactions to
stimuli.

GAGE is capable of producing effective decision-making strat-
egies similar to those observed in humans with intact brains as well
as the defective decision-making exhibited by modern-day equiv-
alents of Phineas Gage. It does so by exhibiting cognitive–
affective integration during covert decision making. The central
idea is that the VMPFC establishes predicted outcomes of re-
sponses through its connections with the amygdala and that this
information is passed through the context-moderated gateway in
the NAcc to promote behaviors that are most beneficial to the
long-term survival of the organism within the current environment.

The Iowa gambling task is a clinical test of VMPFC damage,
and GAGE is capable of simulating successful performance by
people with normal cognitive–affective integration and unsuccess-
ful performance by people with damage to the VMPFC. Also, by
implementing the proposed neurological theory of how cognitive
information and emotional information are integrated in effective
decision making, GAGE has the capacity to move beyond this
particular situation. In the Iowa gambling task, poor choices (pick-
ing the bad deck) are consistent with the current context. However,
GAGE is more robust in its ability to model the neural basis for the
production of emotional signals in decision making to promote
achievement and long-term survival within a given environment.
As was mentioned above, VMPFC damage causes the ability to
reason—particularly within a social context—to become seriously
impaired. Although the Iowa gambling task is an effective test of
VMPFC damage, it fails to factor in the role of context. Thus,
GAGE is capable of incorporating the role of context via its
implementation of NAcc, ventral tegmental area, and hippocampal
interrelations.

Experiment 2 provides a test of this capacity. Hippocampally
determined context drives GAGE’s behavior when the NAcc is
presented with two different VMPFC representations simulta-
neously. Stored associations between the VMPFC and the hip-
pocampus in NAcc dendrites are able to elicit a representation
consistent with the current context.

The ability to replicate human performance in the Iowa gam-
bling task and the capacity to incorporate the role of context
demonstrate that GAGE, and the underlying neurological theory
contribute to current understanding of decision making. According
to the affect-as-information hypothesis, feelings influence decision
making when experienced as reactions to the imminent decision,
not if attributed to an irrelevant source (Clore, Schwartz, & Con-
way, 1994). The constraints imposed by our neurological theory

Figure 7. Mean A� for test stimuli as a function of appraisal with constant
amygdala input.
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demand that for emotional information from the amygdala to be
tied in with VMPFC activity as it passes through the NAcc
gateway, the two must occur in close temporal proximity. That is,
to bind cognition and emotion in the NAcc, VMPFC and amygdala
activity must exhibit a coincidental increase in firing rate. Given
this constraint, it does not seem surprising that researchers have
found that feelings affect judgments when experienced as reactions
to the imminent decision, not if attributed to an irrelevant source
(Clore et al., 1994). If a given event (choosing a card) is associated
with a given emotion, the two will co-occur in the brain—that is,
they will exhibit a coincidental increase in firing rate. If this is the
case, then they will impact the NAcc in close temporal proximity
and be associated with one another. If, however, they are not
associated with one another, they will fire out of phase with one
another. As a result, they will not be bound in the NAcc, and the
emotion will not be attributed to the event.

According to the risk-as-feelings hypothesis, feelings of fear in
the face of a decision have an all-or-none characteristic (Loewen-
stein et al., 2001). Concretely, participants are sensitive to the
possibility rather than the probability of negative outcomes. Here
too, GAGE can shed some light on how the neural underpinnings
of cognitive–affective integration produce this phenomenon. The
basic idea is that feelings of fear, or any emotional reaction in a
decision-making task, are insensitive to probability variations.
Recall that NAcc neurons are being constantly bombarded with
VMPFC- and amygdala-driven excitatory postsynaptic potentials.
That is, VMPFC elicits several possible reactions to and/or ap-
praisals of the current situation, and the hippocampus sorts through
these options to find those that are context consistent. Implicit in
this statement is the idea that VMPFC signals do not carry more or
less weight relative to one another (i.e., they do not carry proba-
bility information). The emotional reactions elicited by the NAcc
are immediate affective responses, providing fast but crude assess-
ments of the current situation (A. Damasio, 1994; see also Le-
Doux, 1996). As such, the emotional reactions described here
simply signal affective significance of a given reaction and/or
appraisal. The role of probability might be factored into the deci-
sion process later, once the emotional reactions elicited here have
been passed on to brain areas responsible for higher order
decision-making processes. But, by then the emotion has already
been elicited, hence the all-or-none characteristic of emotional
reactions in decision making.

Limitations of GAGE

Although GAGE and the underlying neurological theory in-
crease researchers’ understanding of how cognitive information
and emotional information are integrated in the NAcc during
effective decision making, it is important to note that they do not
answer every question. There are several levels on which GAGE is
too simple or underspecified to address important questions.

Given the discussion presented thus far, one would have to
conclude that if the NAcc were lesioned, the entire network would
fall apart. However, given the plasticity of the brain, there are
alternate brain areas (e.g., the cingulate or the supplementary
motor area) that may compensate in the event of striate lesions.
Given the limited number of brain areas currently implemented,
GAGE is unable to address this issue. Also, the current implemen-
tations of GAGE focus on VMPFC lesions and the role of the

hippocampus under uncertainty. Further simulations are needed to
clarify what happens when either the amygdala or the hippocam-
pus is lesioned. Finally, it is important to note that GAGE models
only how the brain produces covert emotional reactions—it is not
concerned with the high-level mechanisms underlying overt deci-
sions or the cognitive appraisal of one’s emotional state.

Conclusion

There is increasing appreciation in cognitive science that emo-
tions are an integral part of decision making. GAGE and the
underlying neurological theory increase researchers’ understand-
ing of the neural cause of the covert emotional reactions that are an
essential part of effective decision making. In addition, GAGE’s
ability to incorporate the role of context in determining emotional
signals endorses the ability to model other appraisal processes and
other kinds of cognitive–affective integration in general.

Although there are limitations to the model, with time and closer
implementation of neuroanatomical mechanisms, GAGE may be
improved to simulate the process of human decision making to an
even greater extent. As such, GAGE represents a first step in using
computational neuroscience to aid in psychologists’ understanding
of human decision making and what goes wrong in the brain when
these skills become impaired, and it may even help researchers to
formulate better hypotheses concerning how to compensate for or
correct the problems.
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Appendix

Spiking Neuron Model

For a full description of the following equations, see also Wagar and
Thagard (2003).

We used a slightly modified leaky integrate-and-fire neuron, based
heavily on Gerstner’s (1999) spike response model (Gerstner & van Hem-
men, 1994). The total membrane potential �i of a given neuron i at time t
is given by

� i � �
t i

f�Fi

�i�t � t i
f � � �

j��i

�
t j

f�Fj

�ij�ij�t � t j
f �. (A1)

The right hand side of Equation A1 can be decomposed into two response
functions. The left term on the right side of Equation A1 represents the
response of neuron i to the set Fi of all its own previous spike emissions t i

f.
In the event of a spike, a short-term, decaying negative contribution �(s) is
added to the total membrane potential given by

��s� � � �	i exp��s


 �H�s�, (A2)

where s is the time (t – t i
f ) since the last spike of neuron i, 	 is the firing

threshold of neuron i, and � and 
 are constants that scale the amplitude
and the decay rate of �(s), respectively. Finally, H(s) is the Heaviside step
function defined by

H�s� � � 0 for s � 0,
1 otherwise. (A3)

The last term on the right of Equation A1 represents the response of
neuron i to the set Fj of all previous spike emissions t j

f for the set of all
afferent connections �j to neuron i. The variable �ij represents the con-
nection strength between the postsynaptic neuron i and a given presynaptic
neuron j. The postsynaptic potential induced in neuron i at time t in
response to the firing of presynaptic neuron j at time t i

f is given by

��s� � ��� s


s
2� exp��s


s
��H(s), (A4)

where � is a constant representing the valence of the postsynaptic potential
(1 if excitatory, �1 if inhibitory), s is the time (t – t j

f) since the last spike
of neuron j, and 
s is a time constant representing the rise time of the
postsynaptic potential. Again, �(s) is the Heaviside step function described
in Equation A3.

At each time step the connection strengths, �ij, are updated synchro-
nously according to a Hebbian learning rule, modeled roughly after
Kempter, Gerstner, and van Hemmen (1999). In our model, the connection
strength, �ij, between the postsynaptic neuron, i, and a given presynaptic
neuron, j, is adjusted according to the delay between the time, t j

f, of the
most recent presynaptic spike arrival and the time, t i

f, of the most recent
postsynaptic firing. The formulation of the change of connection strength,
�ij, is given by

	� ij � ij� exp� s


syn
��A��1 �

s


��� � A��1 �
s


����� ,

for s � 0; ij, for s � 0;

and

 ij�A� exp��s


�� � A� exp��s


��� , for s � 0,

where s is the delay (t i
f � t i

f ) between presynaptic spike arrival and
postsynaptic firing; 
syn, 
��, 
��, 
�, and 
� are time constants; and A�
and A� are constants that scale the strength of synaptic potentiation and
depression, respectively. Finally, �ij is the learning rate for the synapse
connecting the presynaptic neuron j to the postsynaptic neuron i.
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